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Overview
Real world robots with embedded SoCs are 
often computationally constrained and can not 
utilize onboard optimal control algorithms 
such as Model Predictive Control (MPC). We 
apply algorithm-hardware co-optimization for 
GEMV operations to accelerate MPC for these 
cases.
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Conclusion
• Initially mapping dynamic GEMV 

operations to Gemmini results in worse 
performance than Eigen CPU 
implementation

• Hand-tuned unrolling and optimizations 
outperforms CPU
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• Implementing HW features to support 
fine-grained GEMM/GEMV operations

• Codegen/Compiler support for end-user 
utilization of optimized kernels

Spike Evaluation

Coarse 
Grained

Fine Grained

Range of Robotic Platforms 

Complexity of MPC 

Control Frequency 50Hz 50Hz 100Hz

Speed 1x 2x 2x

Tracking Error 0.73453 1.48734 0.77418

SW memory optimizations require use of fine-grained 
ISA, or HW FSM modifications

Strides/tiling factors/etc. 
are statically known due 
to fixed matrix/vector 
sizes

Redundant/unneeded 
instructions can be 
eliminated between linear 
algebra operations


